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FOUNDATION FOR THE HALCYON PRINCIPLES  
 
Corporations face unprecedented pressure to innovate, alongside equally 
unprecedented mobilization among consumers demanding corporate responsibility, 
transparency, and accountability. While this is true across sectors, some of the greatest 
speed of innovation and need for accountability exists in the area of intelligent 
technologies – a growing number of products and services that talk to each other, 
creating a flow of information that can be a massive benefit to society – or, if abused, a 
breach of trust.  
 
Over 8.4 billion integrated intelligent technology products, from voice recognition 
speakers to industrial equipment, fall into the category of integrated intelligent 
technology. These emerging technologies are poised to deliver positive benefits to 
consumers and to society as a whole. They include interconnected systems in which 
machines with embedded, internet, or wireless devices have the ability to analyze data 
and openly communicate with other systems. With the adoption of 5G networks, these 
abilities will become even more pronounced throughout society. Intelligent technology 
systems can intake, incorporate, and utilize available data while complying with 
emerging legal frameworks, preventing privacy and security threats, and maintaining the 
flexibility to upgrade in response to future innovations, malfunctions, and shifting public 
sentiment. All the while, they improve the lives of consumers in ways we couldn’t have 
imagined just a few years ago. 
 
But innovation on this scale and at this speed demands care. Consumers are right to 
raise questions about privacy, democratization of technology, and competitiveness. 
Many corporations are looking to get ahead of these concerns, forming policies to guide 
the research, development, and deployment of connected intelligent technologies, but 
thus far no overarching principles have informed those policies.  
 
 
 



 

 

As part of its mission to address 21st century challenges, Halcyon hosted a two-day 
dialogue with 25 leaders from across the U.S. government, industry, startups, civil 
society, think tanks, and academia. The goal was to develop a set of guiding principles 
for companies developing and deploying integrated digital technologies, to minimize 
harmful risks and maximize societal benefits.  
 
The group decided on four principles, tangible steps that digital technology companies 
can use for building trust among stakeholders and creating continuity across industries. 
Instead of corporations developing their policies in a vacuum, the Halcyon Principles 
can offer a framework so that intelligent technologies, whether part of Smart Cities or 
Smart Homes, can adhere to the same best practices. 
 
The first principle speaks to performance accountability – the essential question of 
whether a product does what a corporation is promising. The second principle 
surrounds consumer safety, user privacy, and security. The third principle demands that 
intelligent technologies ultimately provide a positive benefit to society. The final principle 
speaks to competitiveness, requiring interoperability so that a small group of 
corporations aren’t able to dominate to the exclusion of other innovators.  
 
 
THE HALCYON PRINCIPLES 
 
1) We will implement systems to monitor, publish, and adhere to 
performance accountability standards. 
 
During the performance accountability process, while documenting factors that qualify 
towards profitability, efficiency, and adherence to budget, we will articulate a clear 
roadmap:   
 

a) We will define and publish clear performance and accountability objectives. 
b) We will verify that the system has satisfied these objectives.  
c) We will define and publish an evaluation process for satisfying objectives.  
d) We will consistently follow the process that has been defined.  
e) We will assure that the output is safe, fair and human-centered.  
f) We will consistently monitor variability in the output and adapt accordingly.  

 
 
 



 

 

 
2) We will make transparent our consideration of the security, 
safety, and privacy of our users. 
 
The nature of integrated technologies is such that some risks cannot be foreseen. Some 
contexts for deployment can possess high consequences for failure. Complexities of 
standards, version control, and code quality can exacerbate potential safety, security, 
and privacy issues. The scale of adoption can, however, mean that small percentage 
failures nonetheless equal large positive impacts. Furthermore, the diverse set of 
vendors and stakeholders involved can easily lead to compounded security risks.  
 
We will be transparent throughout the development and deployment of integrated 
technologies in order to safeguard the security, safety, and privacy of users. 
 

a) We will work to articulate the tradeoffs that have been made to establish our 
standards. 

b) We will act deliberately to ensure the security of data and create a clear process 
of accountability for data security in an organization.  

c) We will endeavor to have an analog option or other backup method for every 
digital technological process. 

d) We will work to have multiple layers of human touch-points to reduce risks of 
catastrophic failure in high-consequence contexts. 

e) We will regularly consider and monitor the safe use of technology among a 
diverse and representative set of users including the most vulnerable in our 
society.  

f) We will only collect user data for which the user has clearly acknowledged 
informed consent.  

g) This consent will be time and context limited in plain language. 
h) We will set data to user-requested defaults with clear settings communicated 

throughout the user experience to protect individually attributed data.  
 

3) We will work to ensure that our digital technology provides 
positive benefits to society.  
 
We will declare the expected benefits from new technology and will measure outcomes 
against those expectations. We will watch for edge cases and unexpected outcomes as 
interactions necessarily deviate from theory. 
 
 



 

 

a) We will work to achieve positive societal outcomes. 
b) We will consider scenario planning exercises for how to mitigate and recover 

from unintended consequences and bias that ensure:  
● Fair treatment for every demographic and social group  
● Dignity for all technology users 

c)   We will include provisions to ensure that technologies we design will serve the 
whole of our diverse society and provisions for those who are unable to typically 
afford access.  

 
4) We will ensure competitive interoperability 
To further build trust and encourage a vibrant ecosystem in which consumers and 
companies engage, the sharing of user data is an asset to be treated with care. When 
sharing data  between different organizations, it is important to allow for data to be non-
attributable to respect user autonomy and to encourage fair competition.  Competitive 
interoperability requires that technologies developed by different companies can work in 
concert with each other, adhering to smart standards and open competition. 
 
To achieve competitive interoperability: 
 

a) We will ensure that the technologies we develop include considerations of 
interoperability across brands, infrastructure and geographies. 

b) We will comply with standards for interoperability throughout the procurement 
and contractor selection process.  

c) We will ensure a set of rights around data that includes the:  
● Right to data portability 
● Right for users to update their data.  
● Right to user notification if data is sold. 
● Protection against attributable data being used as a weapon for bargaining 

power.  
 
 
EXECUTION OF THE HALCYON PRINCIPLES 
 
The Halcyon Principles are not comprehensive and may not be applicable under every 
circumstance. These principles propose a structure by which these principles can be 
dynamically updated and modified according to changes in interconnected technology 
industries, then tied to a certification companies can apply for. A certification based on 
these principles needs to be continuously linked with the understanding, concerns, and 
needs of consumers and policymakers, and cannot be static. 
 



 

 

Furthermore, where firms are working to establish principles for engagement in 
technologies such as AI, terms such as “privacy” and “interoperability” may find different 
definitions. Trust may then be diminished among consumers and policymakers. A 
certification available to consumers and linked to the dynamic principles laid out here 
can work to build that trust and ground it in shared definitions for these key terms.  
 
In order for these principles to maintain their relevance and evolve effectively over time, 
they may be allowed to vary in the following way: 

1. Dynamic: The Halcyon Principles must be allowed to be enriched or culled. 
There will also be a tension between brevity and being comprehensive. 

2. Time: As our understanding changes, a ‘certification 2020’ is likely to look 
different than ‘certification 2022’. 

3. Level: Adherence to the principles should respect the different contexts under 
which technology is deployed. Companies should have the freedom to choose 
the appropriate circumstance while having a facility to communicate that choice. 
For example, users may reasonably expect the privacy controls to vary between 
a movie recommendation engine and those controlling personal healthcare 
records. Security considerations for financial data and restaurant reservations 
should not have the same level of scrutiny. Testing for edge case failures is a 
life-and-death choice in aeronautics. Not so in entertainment. 

4. Industry: Differences may become sufficiently large to justify application-specific 
certifications. For example, the deployment of modern energy grids and the 
serving of digital ads may lose meaning by sharing a certification. 

5. The actual certification may be best served by allowing for a distinction between 
self-certification and 3rd-party certification. 

 
As stated at the outset, the goal of the experts convened at Halcyon was to minimize 
harmful risks and maximize societal benefits, acknowledging both the speed of 
innovation and the concerns of consumers. A flexible, dynamic certification based on 
these principles achieves the goal by naming the standards to which best practices 
should be aligned, then enabling firms to communicate their adherence to those 
principles to consumers.  
 
Understanding starts with the development of a common language that companies, 
consumers and policymakers can all understand.  The Halcyon Principles aim to create 
such an understanding, paving the way for rapid but ethically sound innovation in the 
exciting area of integrated intelligent technologies.  
 
 
 
  



 

 

HALCYON DIALOGUE PARTICIPANTS 
   
KATHLEEN M. CARLEY 
Director, Center for Computational Analysis of Social and Organizational Systems, CMU 
FEDERICA CARUGATI 
Program Director, Center for Advanced Study in the Behavioral Sciences, Stanford U. 
MATT CAYWOOD 
CEO and Co-Founder, TransitScreen 
ARTY CHANDRA 
Senior Director, IoT Solutions Group, InterDigital 
ARTHUR DAEMMRICH (Programming Committee)  
Director, Lemelson Center for the Study of Invention and Innovation, Smithsonian Institution 
ERIC DAIMLER (Programming Committee) 
CEO, Conexus AI and Fmr. White House Presidential Innovation Fellow 
ALAN B. DAVIDSON (Programming Committee)  
VP, Global Policy, Trust and Security, Mozilla 
JOHN FORTE 
Homeland Protection Mission Area Executive, Johns Hopkins Applied Physics Laboratory 
ELIZABETH GORE (Programming Committee) 
President & Chairwoman, Alice 
NATALIE EVANS HARRIS 
Co-Founder and Head of Strategic Initiatives, BrightHive 
ELLEN KAGEN (Halcyon Dialogue Moderator) 
Director, Georgetown U. Leadership Program 
TAE WAN KIM 
Associate Professor of Ethics, Carnegie Mellon University 
JOSHUA MANDELL (Halcyon Dialogue Editor) 
Chief Operating Officer, Halcyon 
MITCHELL G. MANDELL  
Partner, Herrick, Feinstein LLP 
NATHALIE MARÉCHAL 
Senior Research Analyst, Ranking Digital Rights 
KIRSTEN MARTIN 
Associate Professor of Strategic Management and Public Policy, George Washington University 
IAN McCULLOH  
Chief Data Scientist, Accenture Federal Services & Associate Professor, Johns Hopkins University 
BOB MONROE 
Teaching Professor of Business Technologies, Carnegie Mellon University 
PAT PICARIELLO 
Director of Developmental Operations, ASTM International 
ANTHONY QUINN 
Director of Public Policy and International Trade, ASTM International 
SAM REIMAN 
Director, Richard King Mellon Foundation 
MICHAEL P. SELLITTO 
Deputy Director, Stanford Institute for Human Centered AI 
ROBERT S. SPALDING III  
Founder & CEO, Subutai LLC 
ROB STIEN (Programming Committee) 
Vice President, Government Relations & Regulatory Affairs, InterDigital 
PETER STERN 
Founder and Director, Manhattan Distance 
JIM TRACY 
President, Woodrow Wilson Academy of Teaching and Learning 
CLARA TSAO (Halcyon Principles Advisor) 
Co-Founder and Board, Trust and Safety Professional Association 



 

 

 

 
About Halcyon:  
Halcyon is a new kind of nonprofit organization. We lift up innovators and creators, 
giving them the tools and opportunities they need to bring their ideas to life. Some of 
Halcyon’s signature programs are residential fellowships including the Halcyon 
Incubator and Halcyon Arts Lab. Other programs include By The People, an arts and 
dialogue festival, and the Halcyon Awards, which recognize extraordinary 
accomplishment in areas like art, social enterprise, and policy. The Halcyon Dialogue is 
our signature policy program. Since its founding, Halcyon has built programing around 
the core tenets of space, community, and access, continuously evolving to identify and 
provide a haven for big dreamers and risk-takers the world over.  
 
For more information, visit www.halcyonhouse.org. 
 

 
About InterDigital (Principal Sponsor): 
InterDigital develops mobile and video technologies that are at the core of devices, 
networks, and services worldwide. We solve many of the industry's most critical and 
complex technical challenges, inventing solutions for more efficient broadband 
networks, better video delivery, and richer multimedia experiences years ahead of 
market deployment. InterDigital has licenses and strategic relationships with many of 
the world's leading technology companies. Founded in 1972, InterDigital is listed on 
NASDAQ and is included in the S&P MidCap 400® index. 

 
InterDigital is a registered trademark of InterDigital, Inc. 
 
For more information, visit www.interdigital.com.  
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